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Jailbreak Attacks on Generative Models



AI Jailbreak • § What is “Jailbreak”?

What is “Jailbreak”?

Figure: Large Language Model (ChatGPT[1])

Figure: Diffusion Model (Stable Diffusion[5])

Generative models are designed to be safe.
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AI Jailbreak • § What is “Jailbreak”?

What is “Jailbreak”?

Figure: Greedy Coordinate Gradient[11] on
ChatGPT-3.5[1]

Figure: SneakyPrompt[8] on Stable Diffusion[5]

But they can still be deceived!1

1Some harmful content has been obscured.
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AI Jailbreak • § What is “Jailbreak”?

Jailbreak

Definition: Techniques that exploit vulnerabilities in AI models, prompting them
to generate restricted or harmful content.

Importance: Crucial for ensuring AI models are used responsibly and ethically,
preventing potential misuse.
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AI Jailbreak • § Jailbreak Techniques

Jailbreak for Large Language Models (LLMs)

Figure: Examples of attack techniques that have been particularly effective on LLMs[10]
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AI Jailbreak • § Jailbreak Techniques

Jailbreak for Large Language Models (LLMs)

Techniques:
Prompt Engineering: Includes techniques such as MART[3] and GPTFuzzer[9].
Reinforcement Learning: Techniques like Greedy Coordinate Gradient[11] are used.
. . .

Success Rates2

2Testing dataset: AdvBench[11]
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AI Jailbreak • § Jailbreak Techniques

Jailbreak for Diffusion Models
a) SneakyPrompt[8]3

Figure: Conversion of harmful prompts using
SneakyPrompt[8]

Figure: SneakyPrompt[8]: converting words to
“random” strings

3Some harmful content has been obscured.
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AI Jailbreak • § Jailbreak Techniques

Jailbreak for Diffusion Models

b) Safe Latent Diffusion[6] 4

Figure: Illustration of text-conditioned diffusion
processes: Standard Diffusion (blue arrow) using
classifier-free guidance and SLD (green arrow),
which uses “unsafe” prompts (red arrow) to guide
the generation in an opposing direction.

Figure: Example of a disturbing horror image: a
beautiful crying woman with flowers and fungus
growing out of her head, intricate, hyperrealistic,
sharp focus, cinematic.

4Some harmful content has been obscured.
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AI Jailbreak • § Why Do We Need Jailbreak Attempts?

Why Do We Need Jailbreak Attempts?

Pre-Deployment Red Team Testing: Validates the robustness and security of
models before they are deployed.

Preventing Misuse: Helps to prevent the creation of illegal or harmful content.

Enhancing Defense Mechanisms: Aids in developing more effective security
strategies.

Ethical Awareness: Encourages responsible and ethical AI usage.
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AI Bias • § Diffusion Models

Biased Results in Diffusion Models
a) Models and Test Cases

Models: Stable Diffusion 1.5[5]
Datasets: A custom dataset of about 2000 images, generated from prompts for

various professions: journalist, executive, beggar, firefighter and engineer.

Figure: Generated image of an engineer’s face
using Stable Diffusion[5]

Figure: Generated image of a beggar’s face using
Stable Diffusion[5]
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AI Bias • § Diffusion Models

Biased Results in Diffusion Models
b) Statistics

Figure: Gender Distribution of Generated Images Figure: Skin Color Distribution of Generated Images

c) Conclusion
The results indicate significant gender and racial biases in Stable Diffusion[5].
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AI Bias • § Diffusion Models

Biased Results in Diffusion Models

d) Fine-Tuning Technique: Fair Diffusion[2]

Figure: Pipeline for Fair Diffusion[2] fine-tuning
Figure: Example of Fair Diffusion[2]: A face of a
journalist (gender)
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AI Bias • § Fake Image Detectors

Biased Detection Results of Fake Image Detectors

a) Models and Datasets
Models: UniversalFakeDetect[4], DIRE[7]
Dataset: The custom dataset used previously, manually categorized by race and

gender.

Figure: Pipeline for UniversalFakeDetect[4]

Figure: Pipeline for DIRE[4]
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AI Bias • § Fake Image Detectors

Biased Detection Results of Fake Image Detectors

b) Results

Figure: Detection Accuracy Rates for Fake Images by Gender and Race

c) Conclusion
Detection accuracy is influenced by the demographic representation in the training

data; insufficient representation can lead to biases in detection performance.
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Conclusion

Conclusion

Persistent Vulnerabilities: Despite ongoing security enhancements, LLMs
continue to be susceptible to malicious prompts.

Bias in Diffusion Models: AI-generated images often reflect gender and racial
biases.

Fake Image Detection Challenges: Accurately identifying AI-generated images
remains difficult, particularly across diverse ethnic groups.

Ethical considerations are paramount.
Exposing security flaws is essential.
Advancing security research is crucial.
. . .
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Future Work

Future Work

Enhance Defense Capabilities: Develop better detection techniques for harmful
content and refine models to resist malicious inputs.

Address Biases: Investigate underlying data sources, create more equitable
datasets, and retrain models to ensure fairer outcomes.

Increase Data Samples: Expand data samples to improve the reliability of
testing and validation processes.
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